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Some Numbers

1.72 trillion
photos are taken 

worldwide every year, 

which equals 54,400 

per second, or 4.7 

billion per day. 

By 2030, around 2.3 

trillion photos will be 

taken every year.

12.4 trillion
photos have been 

taken throughout 

history. By 2030, this 

number will increase 

to 28.6 trillion.

750 billion 
images are on the 

internet, which is only 

6% of the total photos 

that were ever taken 

since most of the 

photos we take are 

never shared.

136 billion
images are on Google 

Images. By 2030, 

there will be 382 

billion images on 

Google Images.



Just like to HEAR is not the same as 
to LISTEN, to TAKE PICTURES is not 
the same as to SEE
Fei Fei Li - Professor of Computer Science, Stanford 
University
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Bagaimana manusia melihat?



Bagaimana manusia melihat?

Interpretation:
Spoon, bottle, ball, , 

screw, book, etc
Image

Human Vision
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Interpretation: 
Image

Computer Vision

Human 
defined Trained



Recall Machine Learning
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Recall Machine Learning

KNN

SVM
Random 

Forest

MLP



How to obtain features in image data?

Data PredictionModelFeatures

Hand 

Engineered
Trainable



Computer only captures pixels



Simple example: color marker tracking

R:234, G:31, B:63

Just find any pixel that 
equals or is close to this 

color:

How to detect the ball 
in this image?



Simple example: color marker tracking

Weakness:
• Depends on individual 

pixel
• Possibility of other 

objects with same color
• Lighting may affect color



Features in images depends on 
combination of pixels

Deep features: 
gradient, texture, shape, etc



Visual Descriptor

Pixel-Level Descriptor

Patch-level (Local Descriptor)

Region-Level 

Global Descriptor

Image PrediksiModelDescriptionDescriptor



Visual Descriptor

Color 

Dominant color 
descriptor (DCD)

Scalable color descriptor 
(SCD)

Color structure 
descriptor (CSD)

Color layout 
descriptor (CLD)

Group of frame 
(GoF) or group-of-

pictures (GoP)

Texture

Homogeneous texture 
descriptor (HTD)

Texture browsing 
descriptor (TBD)

Edge histogram 
descriptor (EHD)

Shape

Region-based shape 
descriptor (RSD)

Contour-based shape 
descriptor (CSD)

3-D shape descriptor (3-
D SD)

Motion

Motion activity 
descriptor (MAD)

Camera motion 
descriptor (CMD)

Motion trajectory 
descriptor (MTD)

Warping and parametric 
motion descriptor (WMD 

and PMD)

Location

Region locator 
descriptor (RLD)

Spatio temporal locator 
descriptor (STLD)



Alternative: Using filter

Filtering is one of image processing techniques

Image PredictionModelfeaturedFilter



Convolution / 
Filtering

Prewitt Operator 
(Edge Detection)





How do we choose the right 
kernel to obtain useful 

information?



Viola-Jones Framework (2001)

First Facial 
Recognition

Scan through 
images using 
combination of 
kernels



Deep Neural Network

Hidden Hidden Hidden HiddenHiddenHiddenInput Output

deep







Direct Flattening lose 
information about relation 
between rows

Model



Hidden

Input Output

Understanding Convolution

Fully connected:
To detect every 
possible 
combination of 
features



Hidden

Input Output

Why not just like 
this?
Not every feature is 
related



Hidden

Input Output

If we assume that 
only adjacent 
features are 
related,

We can imagine a 
sliding kernel to 
compute it

Kernel
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Hidden

Input Output
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Hidden

Input Output

This process is 
called (1-D) 

Convolution

And the model is 
called (1-D) 

Convolutional 
Neural Network 

(CNN)

In neural network, 
the kernel 
contains weights 
of the layer, so it 
is trained, rather 
than predefined



The same is true for 2D Convolution

Also, rather than predefine the 
filter/kernel, it can be trained

Information in a patch can be obtained



Model  .

Trainable

Traditional Machine Learning

PrediksiModelFeatures

Hand Engineered

Trainable

Deep Learning

Prediksi

Low-Level 

Features

Mid-Level 

Features

High-Level 

Features







Extraction of 
meaningful features 

fromimages

Analysis

produce prediction or 
understanding

Interpretation

Process through an 
algorithm to obtain 

useful images

Processing

Get digital images using 
sensor or camera

Acquisition

Computer 
Vision (CV)

study / tools to gain high-level 

understanding of digital 

images/videos

So, what is CV?



Scene Camera/sensor Digital image

Image 
procession 
techniques

Processed 
Image

Feature 
extractor / 
Descriptor

Image 
Description / 

features

Interpreter 
Model Prediction

Full Process of CV



Scene Camera/sensor Digital image

Interpreter 
Model Prediction

CV in Deep Learning Paradigm



Deep Learning CV

However, recently any model that is 
trained by images is CV model

Output



Computer 
Vision

Recognition 
Model

Object 
Detection

Image 
Classification

Image 
Segmentation

Pose 
Estimation

Generative 
Model

Image 
Generation Style Transfer

Image 
Enhancement

Image to Image 
translation

Drawing

Video

Anomaly 
Detection

Activity 
Recognition

Object Tracking



Recognition Model



Character Detection



Emotion Detection



Instance Segmentation



Pose Estimation



Sign Language Recognition





Object Detection + Instance Segmentation



Generative Models



Style Transfer



Image Restoration/Enhancement



Image Translation



Image Translation



Image Translation (Dall-E)



Image Generation from Text (Dall-E)

A bowl of soup that looks like a 
monster made out of plasticine

Teddy bears shooping for 
groceries in ancient Egypt

An astronaut playing basketball 
with cats in space as a 

children’s book illustration



Image Completion



Some applicative use case



Optical Character Recognition (OCR)



Parking Occupancy Detection



Road condition monitoring



Medical Imaging



Defect Inspection



Barcode & Label Reader



PPE Detection



Field Monitoring



Livestock Monitoring



Plant Disease Detection



Surveillance Monitoring



People Counting



Automatic Replenishment



Vehicle Tracking



Mineral Identification



Thank you


